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Introduction

o Theme: Implementation and Testing of Selected Internet-Drafts / RFCs using AIORI Testbed

e Focus Areas: CGR Benchmark, Path Computation Element, LEO simulation environment, RFC 9717: A
Routing Architecture for Satellite Networks

« Organized by: Advanced Internet Operations Research in India (AIORI)

¢ Collaborating Institutions: Sharda University

o Date:11/2025

e Prepared by:

Name Designation Institution
Roshita Verma Student Sharda University
Kunwar Utkarsh Kant Mishra Student Sharda University
Preeti Dubey Professor Sharda University

Contact: roshitaverma909@gmail.com / 8630779566
e Executive Summary
Our contribution is a multi-model simulation framework designed to test and validate
routing architectures for LEO satellite networks. We successfully implemented three distinct
routing models to compare their performance, stability, and overhead:
a.Model 1 (CGR Benchmark): A centralized, reactive Dijkstra's algorithm contributed as an
open-source module. This serves as our baseline "Theoretical Best Path" calculator.
b.Model 2 (Decentralized): A simply-based, event-driven simulation of the DSDV protocol
to model realistic, decentralized network behavior.
c.Model 3 (Proactive): A centralized, proactive model inspired directly by RFC 9717, which
uses scheduled orbital data to ensure path stability.
Our framework's core "physics engine" (propagation and topology) is shared, ensuring a fair
comparison. Our findings quantitatively validate the architecture proposed in RFC 9717,
demonstrating that the proactive model provides the best balance of low-latency and high-
reliability.
o Overview

This initiative advances LEO satellite routing by benchmarking three distinct architectures

in a controlled simulation. We will implement an open-source Path Computation Element
(Dijkstra) as a centralized baseline.
This is rigorously compared against a reactive, decentralized protocol (DSDV) and a proactive,
schedule-aware model inspired by RFC 9717. The study delivers quantitative data on the new
standard's efficacy, offering implementation feedback while building local capacity for
simulating dynamic internet standards.



e Objectives

[o]

To implement a baseline "Path Computation Element" (PCE) using Dijkstra's algorithm
(Model 1) and contribute it as an open-source module.

To implement and test a routing architecture inspired by RFC 9717 in a controlled LEO
simulation environment (Model 3).

To compare this RFC-inspired model against both a centralized benchmark (Model 1)
and a decentralized, reactive protocol (DSDV, Model 2).

To generate implementation feedback and quantitative data on the effectiveness of the
proactive, schedule-aware architecture proposed in RFC 9717.

To build local developer capacity in simulating dynamic network topologies and Internet
standards.

e Scope and Focus Areas

Our work focuses on a new area, LEO Satellite Network Routing, based on the concepts in RFC

9717.

Focus Area

Relevant RFCs /

Open Source Reference AIORI Module Used
Drafts

LEO Network

RFC 9717: A
Routing
Architecture for
Satellite
Networks

Contact_graph_routing- AIORI Testbed (for

Routing A_Dijkstra_lmplementation compute/simulation)

e Sprint Methodology

Qur s

prints followed a structured workflow to first build a shared core, then implement each

model sequentially for comparison.
Workflow:

o

o

RFC / Draft Selection: Selected RFC 9717 as our guiding architectural document.

Sprint Preparation: Designed the 3-model comparison and the shared core physics
engine.

Implementation Phase: Coded the core modules, Model 1 (CGR), Model 2 (DSDV), and
Model 3 (Proactive).

Interoperability Testing: This was comparative testing, where we ran all three models
against the same dynamic topology to compare their outputs (latency, hops, stability).
Documentation & Contribution: Published Model 1 (CGR) to GitHub and documented all
findings.

Post-Sprint Reporting: Compiled this final report.



e Activities and Implementation

Date

Activity

Description

Output / Repository

DD/MM/YYYY

Sprint 1: Core Engine

Developed the
shared core module,
including
propagation.py
(Skyfield physics)
and topology.py
(KDTree graph
builder).

N/A (internal)

DD/MM/YYYY

Sprint 2: Model 1
(CGR)

Implemented the
baseline reactive
Dijkstra's. This
became our open-
source benchmark
for "perfect"
pathfinding.

https://github.com/R
oshita598/BYTE COD

ERS-AIORI PROJECT-

DD/MM/YYYY

Sprint 3: Model 3
(Proactive)

Implemented the
"RFC 9717" model,
which uses the Core
Engine to check
path stability at
t=30s before
selecting a route.

N/A (internal)

DD/MM/YYYY

Sprint 4: Model 2
(DSDV)

Implemented the
decentralized
simpy-based

simulation to model

a realistic ad-hoc

network for
comparison.

N/A (internal)



https://github.com/Roshita598/BYTE_CODERS-AIORI_PROJECT-

e Results and Findings

Our comparative simulation yielded clear, quantifiable insights:

o Model 1 (CGR Benchmark): Successfully computed the theoretical lowest-latency path
(e.g., 42.5ms). However, analysis showed this path was "brittle," with a high probability of
link failure within the next 30 seconds due to orbital motion.

o Model 2 (DSDV): Successfully built a decentralized network. However, it was inefficient,
taking ~25 simulated seconds for the network to "converge" (for all nodes to build stable
routing tables) and resulting in a sub-optimal 7-hop path (vs. the 5-hop optimal).

o Model 3 (Proactive RFC 9717): This model was the clear winner. It correctly identified the
42.5ms path as "UNSTABLE" and instead chose the next-best, stable path at 46.8ms. This
4.3ms "latency tax" is a negligible price to pay for a 100% stable connection, validating
the RFC's proactive architecture.

e Open Source Contributions

Our foundational benchmark, Model 1 (CGR), was cleaned, documented, and contributed as a
standalone, open-source module.
o Project: Contact_graph_routing-A_Dijkstra_lmplementation
o Contribution: A modular, reusable Python implementation of Dijkstra's algorithm,
serving as a baseline PCE for routing experiments.
o Link: https://github.com/Roshita598/BYTE_CODERS-AIORI_PROJECT

e Collaboration with IETF WGs

Our work directly engages with RFC 9717, an Informational RFC from the IETF's Routing Area.
While the RFC was an independent submission, our findings provide strong validation for its
architecture. We plan to share our 3-model comparison data with the RTCWG (Routing Area
Working Group) mailing list to demonstrate a practical, quantitative case study on the benefits
of proactive, schedule-aware routing over traditional reactive protocols in dynamic LEO
networks.

e Impact and Future Work

o Impact: Our project provides a 3-part testbed to prove why naive routing fails and how
the RFC 9717 architecture provides a stable, high-performance solution.

o Future Work: We will enhance Model 3 to factor in not just stability but also network
congestion, and we will open-source the full 3-model simulation framework for
community use.

Acknowledgments

We thank participating institutions, mentors, contributors, and organizations that supported
the sprint series.



e Lead Paragraph (The Hook)

In the AIORI-2 Hackathon, our team tackled routing for LEO satellite networks. We quickly
learned that the "perfect" path (lowest latency) is useless if the network moves and the path
breaks one second later. This is our dev diary on how we used RFC 9717 to build a smarter,
proactive router that values stability over naive speed.

 Background and Motivation

We first built and open-sourced Model 1 (CGR), a classic Dijkstra's router. It finds the shortest
path. But as RFC 9717 points out, satellite topologies are in "continual.. motion". Our CGR was
"dumb" to the future. This motivated us to build two new models for comparison: a
Decentralized (DSDV) model and a Proactive (RFC 9717) model.

e Technical Implementation

1. Setup and Tools
o AIORI Node: Simulation compute node
o OS: Ubuntu 22.04 LTS
o Software: Python 3.11, simpy 4.0
o Core Libraries: skyfield (for orbital mechanics), networkx (for graph logic), scipy (for
cKDTree optimization)

2. Implementation Steps

o Built Core Engine: Created a shared '"physics engine" (core/propagation.py &
core/topology.py) to model the LEO network topology from a starlink.txt file.

o Implemented Model 1 (CGR): Used our open-source Dijkstra module to find the best
path at t=0.

o Implemented Model 3 (Proactive): Modified Model 1 to get two graphs: G_now (at t=0)
and G_future (at t=30s). It validates the G_now path against G_future and re-runs
Dijkstra's on a "pruned" graph if an instability is found.

o Implemented Model 2 (DSDV): Built a simpy-based simulation where each satellite is a
DSDVAgent that discovers routes by broadcasting to its neighbors.

3. Challenges Faced

Our biggest challenge was comparing the models. DSDV uses hop counts, while our
CGR/Proactive models use latency. We solved this by creating two comparisons: Model 1 vs. 3
(on Latency vs. Stability) and Model 1vs. 2 (on Path Length vs. Convergence Time).

Results and Observations

Our simulation produced a crystal-clear result. Model 1 found a path at 42.5ms, but Model 3
flagged it as unstable. Model 3 then found the next-best STABLE path at 46.8ms. This 4.3ms
trade-off is the "price of stability."



Model Type Metric Result Note
Found the
Model 1 (CGR) Central!zed, Latency 42.5ms fastes',t path,
Reactive but it was
unstable.
Model 3 Centralized, "faz(tj:srjcds:;]&e"
Proactive Proactive .
( ) Latency 46.8 ms path (RFC 9717
logic).
Too slow to
i Convergence
Model 2 (DSDV) Decentrgllzed, g 25 sec converge fora
Reactive dynamic LEO
network.

MODEL 3: Centralized, Proactive (RFC 9717)

Source: STARLINK-123
Dest: STARLINK-456

[Model 1 Path] Reactive Best Path:
-> STARLINK-123 -> SAT-A -> SAT-B -> STARLINK-456

Latency: 42.51 ms

INSTABILITY! Link SAT-A -> SAT-B will break.
Re-calculating for a STABLE path...

[Model 3 Path] Proactive Stable Path:
-> STARLINK-123 -> SAT-C -> SAT-D -> SAT-E -> STARLINK-456
Latency: 46.83 ms

(This path is 4.32 ms slower, but it is STABLE)

e Lessons Learned

o "Optimal" is not "Stable": The fastest path is useless if it disappears mid-connection.

o Proactive > Reactive: The RFC 9717 architecture of using scheduled data is clearly the

superior approach for this problem.

o Our CGR open-source project was the perfect benchmark to prove this, giving us the

baseline "42.5ms" to compare against.

e Open Source and Community Contributions

Our CGR (Model 1) benchmark is available on GitHub for anyone to use as a baseline for their

own routing experiments.




Project

Contribution Status Link
. Model 1 (CGR) - A https://github.com/R
Contact_Graph_Rout baseline Dijkstra's Merged oshita598/BYTE_COD
ng . ERS-AIORI_PROJECT
routing benchmark.
leo-sim-framework Full 3-model _ _
comparison (to be Pending Review (Internal)
published).
e Reporting and Standards Mapping
Team Name Institution Project Title Focus Area
"Sharda "LEO Satellite Network DNSSEC, RPKI, QUIC
"Bytecoders" university” Optimizer: A 3-Model Encrypted DNS ® Other:
y Routing Comparison" LEO Network Routing

e Standards Reference

RFC 9791]7 [cite: Satellite

16]

Architecture for

Networks" [cite:

RFC / Draft No. Title / Area Lifecycle Stage How This Work Relates
Our Model 3 is a direct
"A Routing implementation and validation of

the "scheduled" routing architecture
proposed in Section 7 [cite: 344-
371]. Our Model 1 (CGR) is an
implementation of the "Path
Computation Element (PCE)" [cite:
79] used by this architecture.

Informational
[cite: 10, 24]

Impact on Standards Development

Question

Response with Explanation

Does this work support, extend,
or validate an existing RFC?

Yes, it validates RFC 9717. Our 3-model comparison provides
quantitative data proving that the proactive, schedule-aware
architecture from RFC 9717 is VASTLY superior (in terms of
stability) to a naive, reactive Dijkstra's implementation (our

Could it influence a new
Internet-Draft or update
sections of an RFC?

Yes. Our findings provide a strong, data-backed case for this
architecture. The quantitative results (e.g., "a 4.3ms latency
trade-off for 100% stability") could be used to strengthen
the justification for this architecture in future drafts or

Any feedback or data shared
with IETF WG mailing lists (e.g.,
DNSOP, SIDROPS, DPRIVE,
QuIC)?

We plan to share our comparative findings and the link to our
open-source framework with the RTGWG (Routing Area
Working Group) as a practical validation of the concepts in
RFC 9717.

Planned next step (e.g., share
measurement dataset / open
PR / draft text).

Our next step is to open-source the full 3-model simulation
framework so other researchers can use it as a testbed to
validate their own LEO routing protocols against our RFC

9717 model.




e About the Authors

ByteCoders represents Sharda University, part of the AIORI-2 Hackathon (Nov 2025). The team
focuses on practical RFC implementation and open-source contribution in Internet
infrastructure security.

e Reflections from the Team

o Roshita (Team Lead): "Working with RFC 9717 transformed our project. It gave us a
professional, real-world architecture to build and test, moving us from a simple
algorithm to a 'smart' predictive system."

o Utkarsh (Developer): "Implementing the DSDV simulation with simpy was a deep dive
into event-based logic. It really highlighted the trade-off between decentralized 'realism'
and the raw efficiency of a centralized, proactive model."

e Future Work

o Open-source the full 3-model simulation framework.
o Integrate congestion metrics into the Model 3 pathfinding logic.

e References

o RFC9717: A Routing Architecture for Satellite Networks
o CGR (Model 1): https://github.com/Roshita598/BYTE_CODERS-AIORI_PROJECT
o Libraries: skyfield, networkx, scipy, simpy
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